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Generally, it is difficult to learn the parameters of graphical models by using maximum likelihood (ML) estimation because of the intractability of computing the normalizing constant and its gradients. Maximum pseudo-likelihood (PL) estimation [1] is a statistical approximation of the ML estimation. Unlike the ML estimation, the maximum PL estimation is computationally fast; however, the estimates obtained by this method are not very accurate.

Composite likelihoods (CLs) [2] are higher-order generalizations of the PLs. Asymptotic analysis has shown that maximum CL estimation is statistically more efficient than the maximum PL estimation [3]. It is known that the maximum PL estimation is asymptotically consistent [1]. Similarly, the maximum CL estimation is also asymptotically consistent [2]. Furthermore, the maximum CL estimation has an asymptotic variance that is smaller than that of the maximum PL estimation but larger than that of ML estimation [3]. Recently, it has been found that the maximum CL estimation corresponds to a block wise contrastive divergence learning [5].

In the maximum CL estimation, one can freely choose the size of “blocks” that contain several variables, and it is widely believed that by increasing the size of blocks, one can extract more dependence relations in a model and increase the accuracy of the estimates [5]. We present a systematic choice of blocks in the maximum CL estimation. Increasing the size of these blocks, one is guaranteed to obtain values that are close to the true likelihood. We apply our maximum CL estimation to restricted Boltzmann machines (RBMs) [6] which are important components of the deep learning, and we present results of numerical experiments performed using synthetic data.
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